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ABSTRACT

One could argue that Historians are far from becoming the next
victims of automation and Al But with the increasing populariza-
tion of digital history databases, we are now able to apply data
science to historical data. Computational History is an emerging
field that leverages recent advances in digitalization, data science,
and machine learning toward a better understanding of our past.
However, history databases are the result of human-intensive work
analyzing very limited historical evidence, and thus, missing data
is a prevalent problem in these datasets.

In this paper, we investigate the missing data imputation problem
for digital history databases. Slave voyages, which is the largest col-
lection of records of forced relocations of Africans to and within the
Americas, is applied as a case study. We first characterize key proper-
ties of the dataset, including the prevalence of missing data—nearly
80% of the entries are missing and the majority of attributes have
at least a 90% missing ratio. Next, we assess the potential for data
imputation approaches to exploit the correlations in the data to
accurately predict missing values. Finally, we apply a representa-
tive set of imputation methods to slave voyages and evaluate their
performance in terms of prediction error.

Our results illustrate the challenges of imputing missing data in
digital history databases. Historical data is highly heterogeneous,
and the missingness in the data is far from random. However, we
also show that some imputation methods achieve promising results.
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1 INTRODUCTION

Data science and machine learning have gone from a narrow set of
applications (e.g. market-basket analysis [1], information retrieval
[30], recommender systems [34]) to impacting almost every area
of knowledge. From drug discovery [6] to mathematics [23] to
autonomous driving [2], data-driven methods have been advocated
as a cheaper—and sometimes more effective—alternatives to experts.
Key to the success of these approaches is the availability of (big)
data, often collected from users or generated via simulations.

In small data settings, one can either improve data collection
to enable the application of data-hungry models or develop new
methods that can be effective using small datasets. However, there
are many scenarios where acquiring high-quality data is extremely
difficult. In such applications, domain experts might still be needed,
but data-driven approaches could assist experts in human-intensive
tasks. This paper focuses on one such application, which is History.
In particular, Computational History is an emerging field that aims
to leverage digital history databases and data-driven methods for
the discovery of historical knowledge.

Yuval Noah Harari, in the best-seller Sapiens: A brief history of
mankind [18], argues for the study of History “not to know the future
but to widen our horizons, to understand that our present situation is
neither natural nor inevitable, and that we consequently have many
more possibilities before us than we imagine.” However, information
about past events is highly incomplete, and thus, History relies
almost completely on the intensive work of experts.

From a data science lens, a significant part of the job of a Histo-
rian can be seen as (an extreme version of) missing data imputation.
While developing a narrative for a past event is a complex pro-
cess, such narratives can be built upon existing historical evidence,
which has been increasingly made available to the History commu-
nity in digital form. Unsurprisingly, such digital history databases
also suffer from missing values, which is an obstacle to historical
discovery. To address this problem, this paper investigates missing
data imputation for historical databases.

As a case study, we consider data imputation in the slave voy-
ages dataset!. Slave voyages contain records of forced relocations
of more than 12 million African people to and within the Ameri-
cas between 1514 and 1866 [12-14]. Covering over 36,000 voyages,
each with up to 274 attributes, the project is a result of the contin-
uous effort of many historians, librarians, curriculum specialists,
cartographers, computer programmers, and web designers over
more than two decades. However, 78% of the values in the database
is missing, and 135 attributes have a missing rate of at least 90%.
Data imputation for slave voyages can improve the accuracy of the
statistics and visualizations of the dataset.

https://www.slavevoyages.org


https://www.slavevoyages.org

KDD-UC °22, August 14-18, 2022, Washington, DC

Our work investigates data imputation approaches for digital
history databases. We characterize the slave voyages dataset based
on statistics and distributions of variables (e.g. slaves/voyage, mor-
tality rate) to illustrate key properties of the data. We also analyze
the missingness patterns in the data, demonstrating the challenges
and the potential of data imputation methods in our dataset. Finally,
we apply existing data imputation methods to the slave voyages
dataset and compare their results.

We summarize our contributions as follows:

e Our work is—to the best of our knowledge—the first formal
exploration of data imputation for digital history databases;

e We propose a methodology for data imputation in digital
history databases, which can support further research on
this problem;

e Our preliminary results demonstrate the potential of data
imputation approaches for digital history data.

2 RELATED WORK

Digital History is the use of communication and information tech-
nologies to facilitate the access to historical knowledge [7]. In the
last decades, there has been a great effort to digitize historical
records in many formats (e.g., text, images, videos). Moreover, to-
day, new historic records are born already in digital format [39].
This has motivated recent research on visualization, information
retrieval, and database technology for historical data. Examples of
digital history databases include the Texas Slavery [38], Gilded Age
Plains City [27], Spatial History [40], Railroads and the Making of
Modern America [37], and Slave Voyages [36].

Our work applies the slave voyages dataset as a case study. It is
a result of the work started by H. S. Klein and others [20, 21] based
on an idea proposed by D. Eltis and S. Behrendt [9, 12-14]. The
data was initially shared as a CD-ROM until it became a website in
2008. Today, slave voyages is an important source of information
for Historians studying the transatlantic slave trade and the history
of slavery [11, 21, 33]. More information about the database can be
found in the project website.

The advent of digital history has motivated new computational
approaches that go beyond managing and accessing information. In
particular, Computational History—also known as Histoinformatics—
aims to apply machine learning and other data-driven techniques
in the discovery of historical knowledge. Viewing History as a data
science creates many opportunities to assist historians in validat-
ing and exploring new hypotheses about past events [29]. As an
example, in [32], the authors apply network science—clustering
and centrality measures—to better understand the relationships be-
tween different actors and their role during the Byzantine Empire.

Our work focuses on missing value imputation, which is a key
step in many machine learning and data analytics pipelines [3, 15,
25]. For instance, in Bioinformatics, DNA microarray data is often
missing due to image corruption or resolution issues. In clinical
studies, many subjects leave during the experiment (e.g. due to
death) [28]. There are several approaches for data imputation [24,
25], which can be divided into univariate and multivariate methods.
A representative set of imputation methods is described in the next
section. A key question in the study of missing data is the reason
why the data is missing, which can be completely random, random,
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or not random [25]. The source of missingness affects the expected
performance of imputation methods. Thus, model-based solutions
attempt to model the missingness mechanism [25, 35].

Digital history databases [7] are also affected by missing data,
mostly due to the lack of reliable historical evidence regarding a
particular historical event. Moreover, many historical databases
integrate multiple sources of data that might overlap only for a
subset of attributes [13]. In the case of the slave voyages dataset,
roughly 80% of the values is missing from the original dataset. Out
of the 36,108 voyages, only 22,883 have a starting date, and 751
have a total number of adults embarked. This work is focused on
data imputation methods to alleviate the missing data problem in
the slave voyages dataset.

3 PROBLEM AND METHODOLOGY

In this section, we formalize the missing value imputation problem
and describe a representative set of solutions to the problem.

3.1 Missing value imputation problem

The missing value imputation problem consists of predicting miss-
ing values based on observed ones. Missing value imputation is
often a better alternative to completely removing objects that are
not fully observed from the database. This is particularly true in
the case where many values are missing. For instance, in the case
of the slave voyages dataset, every voyage has at least one missing
attribute. Instead, imputation methods exploit correlations in the
data to fill the missing values.

The main motivation for imputation methods is enabling the
application of techniques designed for complete data (e.g., classifi-
cation, clustering, regression) to datasets with missing values. As
a consequence, missing value imputation is a key component of
many data science pipelines.

3.2 Missing value imputation approaches

Here, we will briefly describe missing value imputation approaches
proposed in the literature. For a more detailed overview of these
approaches, we refer to [24, 25].

3.2.1 Univariate imputation. Univariate imputation methods only
consider the target attribute as an input. Their main advantages are
their simplicity and efficiency. However, different from multivariate
approaches, they do not leverage correlations between the target
and other attributes in the dataset. We consider Mean Imputation
as an example of a univariate imputation method.

Mean Imputation [10]: A missing value is simply predicted as
the mean observed value of the corresponding attribute.

3.2.2  lIterative multivariate imputation. Iterative multivariate im-
putation methods exploit the correlations between observed values
to predict missing values iteratively. Let aj, a, ...ap be the set
of attributes in the database. The method selects an attribute a;
and learns to predict a; as a function of other attributes a; (j # i).
The learned predictor is then applied to the missing values of ;.
Next, a new attribute is selected and the process is repeated (using
predicted values for a;). At the end of the process, all missing values
in the database are imputed. The different methods listed below
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apply this general approach with different predictors. Because we
will focus on numeric values, our predictors are regression models.

Bayesian Ridge Regressor [19]: Ridge regression learns regression
weights w by minimizing ||Aw —b| |§ +||Tw| |g, where A is a matrix
with inputs as rows, b are outputs in the training data, and T is a
a diagonal matrix. In Bayesian Ridge Regression, weights w are
assumed to follow a zero-mean Gaussian distribution N (0, X).

Decision Tree Regressor [26]: The Decision Tree Regressor is a non-
parametric supervised learning approach based on decision trees.
Branches in the tree represent tests (or decisions), and leaves are
associated with continuous value predictions. Learning the optimal
decision tree for a given input is NP-hard. Here, we apply CART
(binary trees) as an efficient heuristic for decision tree learning.

Extra Trees Regressor [17]: The Extra Trees Regressor is an effi-
cient tree ensemble approach. It constructs a collection of decision
trees for random subsets of features in the data. Moreover, the deci-
sion rules are selected based on randomly drawn thresholds for each
feature—as opposed to the most discriminative one. Predictions are
computed as the mean prediction over the trees.

3.2.3  KNN-based multivariate imputation [4]. KNN-based approach
for missing value imputation. Nearest neighbors are computed
based on observed values. Missing values are imputed as the mean
value of the k-nearest neighbors with observed values.

While our list of missing value imputation approaches is repre-
sentative, it is not exhaustive. Classical imputation approaches can
be found in [24, 25]. Examples of approaches not discussed in this
section include matrix factorization [5], expectation-maximization
[25, 35], and autoencoders [31].

4 RESULTS

In this section, we characterize key properties of the slave voy-
ages dataset and present some preliminary results on missing data
imputation methods for slave voyages.

4.1 Dataset

The slave voyages dataset is composed of 36,108 voyages, where
each can contain up to 274 attributes. Key statistics of the database
are shown in Table 1. The dataset, with associated descriptions and
visualizations, is publicly available in project website?.

# of voyages 36,108
# of attributes 274

# of ships 9,440

avg of slaves/voyage 329.9
avg mortality rate 12%

avg voyage duration (days) 435.12
avg crew size 30.12

Time period 1526-1844

Table 1: Dataset statistics.

Variables (or columns) in the database are divided into the fol-
lowing types: technical, data, and imputed. The technical variables
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assign unique identification numbers for each of the voyages, doc-
ument the changes to the database since publication, and provide
voyage groupings for computing the total numbers of slaves em-
barked (SLAXIMP) and disembarked (SLAMIMP). The data variables
consist of features that come directly from historical records. Lastly,
the imputed variables are features either computed from the data
variables such as slave mortality rates or infer data not found in
existing documentation on the basis of patterns observed in data
variables such as embarkations for voyages on ships of similar ton-
nage and rigging in the same period of time [12]. Each variable
in the database has one of the following formats: F (numeric), A
(alphanumeric), or DATE (date).

Figure 1 exhibits a characterization of the slave voyage dataset
based on distributions of key variables: slaves per voyage, mortality
rate, voyage duration, crew size, voyages per ship, and voyages
per year. Understanding the data distribution is a key step for the
application of data imputation approaches. We notice that slaves
per voyage and voyage duration could be well approximated by a
normal or log-normal distribution. Variables mortality rate, crew
size, and voyages per ship are biased toward smaller values—these
variables are constrained by physical or logical limits. Moreover,
the variable voyages per year has a clear peak within a 50-year
window (1750-1800).

4.2 Missing values

Here, we focus on analyzing the missingness in the slave voyage
datasets. More specifically, we are interested in understanding how
missingness is distributed over the different variables (or columns)
in the data to better understand the potential for missing data
imputation approaches to be effective in practice.

Figure 2 shows the distribution of the missingness rate for the
variables. We notice that the large majority of the variables (135) are
missing at a rate of 90% or higher. Some attributes, such as the num-
ber of adults embarked at second port of purchase (ADULT4), the
number of children embarked at third port of purchase (CHILD5),
and the number of infants disembarked at second place of landing
(INFANTS6) are missing for all voyages. On the other hand, the out-
come of the voyages and the slaves on board as well as the period
when the voyages took place all have no missing data. It is a com-
mon trend to see that the attributes pertaining to the number of
slaves (e.g. number of children, number of dead adults) are mostly
missing in the dataset.

Figure 3 shows the missing values for the data variables. Positions
in white are missing values. We notice that most entries (around
80%) are missing. This illustrates both the challenge and the need
for missing value imputation in the slave voyages dataset.

4.3 Correlation and Missingness

In this section, we analyze how correlation in the slave voyages
dataset can be exploited for missing value imputation. We are in-
terested in pairs of variables that are correlated while not missing
for the same rows. Intuitively, these are pairs of variables that can
be used to predict each other.

To measure the difference in missingness for a pair of variables
a, b, we apply the Jaccard similarity between the sets of missing
rows and compute 1 minus this similarity to measure the mismatch,
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Figure 1: Characterization of the slave voyage dataset based on distributions of key variables (e.g. slaves/voyage, mortality rate)
over the set of voyages in the data. While some variables appear to have normal or log-normal distributions (e.g. slaves/voyage)
others are skewed towards smaller values (e.g. voyages/ship). The number of voyages peaked from 1750-1800.
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Figure 2: Distribution of missingness (in %) for all non-
imputed variables in the slave voyages dataset. Most vari-
ables are missing for 90% or more entries (or rows).

1 - (AN B)/(AU B)—where A and B are the sets of missing row
identifiers for variables a and b, respectively. To measure correlation,
we apply different metrics according to the type of the variables
involved. More specifically, we apply Pearson’s correlation for pairs
of numerical values [16], the correlation ratio—square root of the
intraclass correlation—for numerical vs. nominal values [22], and
Cramer’s V for nominal values [8].

attribute

Figure 3: Missingness of attributes in a binary matrix where
white represents missing.

Figure 4 shows the results. As expected, most correlated pairs
also present a high overlap in missingness. However, we can iden-
tify the following pairs of variables in the top right area of the
plot: (TSLAVESD, SLAMIMP), (SLAVESP, TONNAGE), (SLAARRIV,
SLAVMAX1), and (SLAS32, SLAXIMP). The values of 1-Jaccard and
correlation for each of these pairs are given in Table 2. TSLAVESD
is the total slaves on board at departure from last slaving port.
SLAMIMP is the imputed total slaves disembarked. SLAVESP is
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Figure 4: Difference (1-Jaccard similarity) in missingness vs
correlation for every pair of attributes (or columns) in the
database. Pairs at top right have high correlation but are not
often missing at the same time.

the total slaves purchased. TONNAGE is the tonnage of the vessel.
SLAARRIV is the total slaves arrived at first port of disembarkation.
SLAVMAX]1 is the total slaves embarked with age and gender identi-
fied. SLAS32 is the total slaves disembarked at first place. SLAXIMP
is the imputed total slaves embarked.

Variables 1-Jaccard | Correlation
TSLAVESD, SLAMIMP 0.50 0.93
TSLAVESP, TONNAGE 0.57 0.57
SLAARRIV, SLAVMAX1 0.50 0.92

SLAS32, SLAXIMP 0.95 0.68

Table 2: Pairs of variables with both high difference in miss-
ingness (1-Jaccard similarity) and high correlation.

4.4 Missing value imputation

We will now focus on missing value imputation, which is the key
problem addressed in this paper. We will consider only the imputa-
tion of numeric variables and leave the case of nominal variables
and dates as future work. The missing value imputation approaches
applied are the ones described in Section 3.2.

Implementations and dataset: The imputation approaches
were implemented in Python using the scikit-learn library>. The
source code for reproducing our results are available on github?.
We also provide instructions on how to download the slave voyages
dataset, which is publicly available in the project website>.

Parameter settings: For Bayesian Ridge, we set the maximum
number of imputation rounds to 10. For Decision Tree, we adjusted
the number of features for the best split to be the square root of the
number of attributes. For Extra Trees, we set the number of trees in
3https://scikit-learn.org/stable/
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the forest to be 10. For K-Nearest Neighbor, we assigned the value
of k to 5, assuming uniform weights for each data point.

Target variables: The imputation approaches will be applied to
the following set of variables: TSLAVESD, TSLAVESP, SLAARRIV,
and SLAS32. A description of these variables is provided in the
previous section. We apply correlation and 1-Jaccard similarity (see
previous section) with the target variables to select other variables
to be used for imputation. More specifically, threshold values of 0.50
and 0.25 were considered for correlation and 1-Jaccard, respectively.

Evaluation: We evaluate the imputation methods by predicting
observed values in the database. For each variable, we select 90%
of observed values for training and 10% for testing. The following
metrics were applied in our evaluation: MSE (Mean Squared Error),
MAE (Mean Absolute Error), and MAX (Max Error).

Results: Table 3 shows the results, in terms of missing value
imputation error, achieved by different imputation methods applied
to the variables TSLAVESD, TSLAVESP, SLAARRIV, and SLAS32
after normalizing the data between the values 0 and 1. Alongside
the errors, the mean is also given. The lowest errors for each metric
are underlined. The results show that no single method outper-
forms all the alternatives. Extra Trees achieve the best results for
most of the variables, with the exception of SLAARRIV. Decision
Tree also achieves good results, with exception of the variables
TSLAVESP and TSLAVESD. Mean Imputation, which is the simplest
approach, achieves the worst results. More sophisticated methods,
such as Bayesian Ridge and K-Nearest Neighbor also achieve poor
performance for most of the variables.

5 DISCUSSION

In this paper, we have investigated data imputation approaches
for digital history databases. We have applied slave voyages, the
largest record of forced relocations of Africans to America and
within America, as a case study. In our experiments, we have char-
acterized key properties of the dataset, especially regarding the
missing values and the potential effectiveness of imputation meth-
ods. A representative list of imputation methods was applied to
slave voyages, demonstrating the potential of these methods to im-
prove digital history databases and support the work of Historians
towards better understanding major events of the past.
This is a list of main findings of our work:

(1) Missing data imputation in digital history databases is a chal-
lenging problem. It differs from other popular settings (e.g.
recommender systems) where the data is mostly homoge-
neous and large datasets are available;

(2) Slave voyages is an interesting dataset for the evaluation
of missing data imputation approaches in the small-data
regime. It contains a significant amount of missing data, and
its variables cover a wide range of types and distributions;

(3) While most of the correlations in the slave voyages datasets
are not necessarily useful for missing data imputation—as
correlated pairs are often missing together—a small number
of correlations can potentially enable high-quality imputa-
tion results, as shown in Section 4.3;
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Attribute | Metric | Mean Imputation Bayesian Ridge

Decision Tree Extra Trees K-Nearest Neighbor

MSE 0.0165 6.634e-5 0.0001 8.755e-6 0.0003

TSLAVESD | MAE 0.1018 0.0014 0.0031 0.0005 0.0098
MAX 0.5719 0.1419 0.1808 0.0671 0.1674

MSE 0.0406 0.0028 0.0011 0.0006 0.0046

TSLAVESP | MAE 0.1751 0.0239 0.0118 0.0087 0.0394
MAX 0.4873 0.4992 0.1800 0.1869 0.4529

MSE 0.0129 0.0002 4.241e-10 2.021e-7 0.0003

SLAARRIV | MAE 0.0893 0.0035 8.010e-7 1.125e-5 0.0045
MAX 0.5131 0.3288 0.0006 0.0192 0.3282

MSE 0.0155 0.0054 0.0004 0.0004 0.0047

SLAS32 MAE 0.1003 0.0566 0.0036 0.0036 0.0446
MAX 0.3882 0.3655 0.2100 0.2100 0.2733

Table 3: Imputation error for different methods applied to TSLAVESD (total slaves on board at departure from last slaving port),
TSLAVESP (total slaves purchased), SLAARRIV (total slaves arrived at first port of disembarkation), and SLAS32 (total slaves
disembarked at first place). The mean values for these attributes were 0.2199, 0.2990, 0.1622, and 0.1660, respectively.

(4) Among the imputation methods considered (Mean Impu-
tation, Bayesian Ridge, Decision Tree, Extra Trees, and K-
Nearest Neighbor), Extra Trees achieve the best results in
most of the settings.

Our work opens many opportunities for future research. This is
a list of ongoing research directions:

(1) We will evaluate the missingness mechanisms in the slave
voyages dataset using statistical methods;

(2) We will incorporate new results to our evaluation using
other imputation methods, especially matrix completion,
expectation-maximization, and autoencoder approaches;

(3) We will investigate how to generalize missing data imputa-
tion methods to handle heterogeneous data, including nu-
meric, nominal, and date types;

(4) We will perform different data analytics—e.g., clustering and
anomaly detection—using the imputed version of the slave
voyages dataset;

(5) We will collaborate with a Historian to validate the missing
data imputation results based on domain knowledge;

(6) We will apply our methodology to other digital history
databases and assess whether the results found for slave
voyages generalize to other databases.

The long-term goal of this research is to incorporate the missing
data imputation into the slave voyages website in order to improve
the statistics and visualizations provided. As a consequence, we
expect to benefit Historians focused on the transatlantic slave trade.
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